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Task: Navigate to the page of a good Thai restaurant in Pittsburgh. It should have at 
least 200 reviews and 4.3 stars. Pick the one with the highest rating.
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Why Web Agents?



Why Web Agents?
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Web Agent Benchmarks



Simulators (with simplified sites and tasks)

▸ Simplified tasks, but comes with a simulator (can act, explore do RL).
▸ Introduced in 2017, remained challenging for some time afterward!



Real Sites and Tasks (but without simulators)

▸ 2000 crowdsourced tasks and trajectories from ~100 real and diverse websites.

▸ Can perform reference-based evaluation, but lacks a simulator to allow agents 
to act freely.
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VisualWebArena (Koh et al., ACL 2024)
Benchmark for multimodal web agents

Jing Yu 
Koh

Simulators with Real-World Sites

WebArena (Zhou*, Xu* et al., ICLR 2024)
Standalone, self-hostable web environments

Shuyan Zhou Frank Xu



ActionsPOMDP environment:                               ,  

Observations
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Execution-based evaluation 
(reward) function: 

Reproducible Environments
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Execution-Based Evaluation



VisualWebArena: Task Distribution
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Task: “Please add to my 
shopping cart all the items 
from this page that can 
connect these devices 
from the two images.”

shopping_318_usbc.mp4
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http://drive.google.com/file/d/1HUK7If4BW6J1xCu0vISalxz1ltV_lgDi/view


Building Multimodal LLM Agents

Jing Yu 
Koh



(Multimodal) LLMs as Agents

17ReAct prompting [Yao et al. 2022] with Set-of-Marks visual representation [Yang. 2014]
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(Multimodal) LLMs as Agents

Accessibility 
Tree

+ Image
Captions

+ Web Page
Image

+ Set-of-
Marks

Humans



● Failures in visual processing

○ Clicking the wrong item

○ Identifying specific items in complex webpages

○ Spatial reasoning (“what are the prices of products in the first row?”)

● Long horizon reasoning and planning

○ Getting stuck in loops

○ Correctly performing tasks but undoing them
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Common Failure Modes



Exponential Error Compounding in Agents

22

Accuracy @ k steps:

1 (single step) 5 10 30 50

90% 59.05% 34.87% 4.24% 0.52%

95% 77.38% 59.87% 21.46% 7.69%

99% 95.10% 90.44% 73.97% 60.50%

99.9% 99.50% 99.00% 97.04% 95.12%

99.99% 99.95% 99.90% 99.70% 99.50%



Local Decisions; Global Consequences
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…

…

click [31]

click [24] ✓
0.1

0.2

0.5

0.2

“Add this and coconut milk to my cart”



Local Decisions; Global Consequences
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…

…

✓
0.1

0.2

0.5

0.2

“Add this and coconut milk to my cart”



Search By Repeated Sampling
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…

…

1. Sample actions from
the language model until 
[STOP].

See also Pan et al. 2024, 
Autonomous Evaluation and Refinement of Digital Agents



Search By Repeated Sampling
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✗

…

…

1. Sample actions from
the language model until 
[STOP].

2. Evaluate the resulting 
trajectory

3. Repeat?

See also Pan et al. 2024, 
Autonomous Evaluation and Refinement of Digital Agents



Search By Repeated Sampling

27✗

…

…

1. Sample actions from
the language model until 
[STOP].

2. Evaluate the resulting 
trajectory

3. Repeat?

See also Pan et al. 2024, 
Autonomous Evaluation and Refinement of Digital Agents



Search By Repeated Sampling
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…

…

✓

1. Sample actions from
the language model until 
[STOP].

2. Evaluate the resulting 
trajectory

3. Repeat?

See also Pan et al. 2024, 
Autonomous Evaluation and Refinement of Digital Agents



Search By Repeated Sampling
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● But the space is exponentially large. Can we guide exploration?
● Key idea of our approach: apply value function to intermediate 

nodes. 

Repeated 
sampling helps! 



Our Method: Tree Search

● Best-first search algorithm
● Ingredients:

○ Baseline agent to propose 
actions.

○ Way to backtrack in the 
environment.

○ A value function to score 
and rerank candidate states.

30

v = 0.35

v = 0.55

Koh et al. 2024,
Tree Search for Language Model Agents 

■ In this work, we prompt GPT-4o 
to act as an evaluator.



GPT-4o Agent

GPT-4o Agent + Search

Starting State

Task Instruction (   ): “Can you add this and the 

other canned fruit (of the same brand) that looks 
like this, but red instead of brown to the 

comparison page?”

1 Step sequence

Backtracking

State values

Legend

v = 0.4v = 0.5v = 1.0
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GPT-4o Agent
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Results
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7.6%

16.7%

18.9%

26.4%

7.6%

10.1%

15.0%

19.2%
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Ablations



● Having a good value function is essential!
● There is still a lot of headroom for improving both the base 

agent policy, and the value function

53

Ablations



Qualitative Results
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● Search is slow
○ We implemented backtracking in a relatively naive way (store 

actions in a queue, take them again to get to the original state)
○ See Chen et al. 2024, When is Tree Search Useful?

● Dealing with destructive actions
○ Some things on the web are very difficult to undo, e.g., ordering 

an item

56

Limitations



● Search as a policy improvement function.

● What’s the value of value functions?

● What if we don’t have a perfect simulator?

● Search to improve safety.
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Future Work
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Thanks!
{dfried,jingyuk,rsalakhu}@cs.cmu.edu

jykoh.com/vwa // jykoh.com/search-agents

http://jykoh.com/vwa
http://jykoh.com/search-agents


Task: “What is the 2022 total nominal GDP of the area that 
produces most sugarcane in the year of 2021? (in billion)?”

Reddit Wikipedia
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Results
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Baseline Agents
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Baseline Agents
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Baseline Agents
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Baseline Agents
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Baseline Agents



● Search helps more for medium difficulty (4-9 actions to 
solve) tasks

● May be related to our own compute limitations: we fixed the 
max search depth to be 5 in our experiments

● Increasing the depth is likely to help hard tasks

68

Ablations



● Consistent gains across all site types
● Value function is already fairly general for web tasks

69

Analysis



Value Model via Prompting

▸Self-consistency chain-of-thought prompting (adapted from Pan 
et al. 2024), with 20 samples and values ranging from 0 to 1
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